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Abstract. Following TER nets, an approach to the modelling of time in high-level Petri nets, we
propose a model of time within (attributed) graph transformation systems where logical clocks are
represented as distinguished node attributes. Corresponding axioms for the time model in TER nets
are generalised to graph transformation systems and semantic variations are discussed. They are
summarised by a general theorem ensuring the consistency of temporal order and casual dependen-
cies.

The resulting notions ofyped graph transformation with timgpecialise the algebraic double-
pushout (DPO) approach to typed graph transformation. In particular, the concurrency theory of
the DPO approach can be used in the transfer of the basic theory of TER nets.

1. Introduction

Recently, a number of authors have advocated the use of graph transformation as a semantic framework
for visual modelling techniques both in computer science and engineering (see, e.g., the contributions
in [4, 3]). In many such techniques, the modelling of time plays a relevant role. In particular, techniques
for embedded and safety critical systems make heavy use of concepts like timeouts, timing constraints,
delays, etc., and correctness with respect to these issues is critical to the successful operation of these sys-
tems. At the same time, those are exactly the systems where, due to the high penalty of failures, formally
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based modelling and verification techniques are most successful. Therefore, neglecting the time aspect
in the semantics of visual modelling techniques, we disregard one of the crucial aspects of modelling.

So far, the theory of graph transformation provides no support for the modelling of time in a way
which would allow forquantifiedstatements like “this action takes 200ms of time” or “this message will
only be accepted within the next three seconds”, etc. However, from a more algiitgtive point
of view we can speak of temporal and causal ordering of actions thus abstracting from actual clock and
timeout values. Particularly relevant in this context is the theory of concurrency of graph transformation,
see [13, 6, 1] or [2] for a recent survey.

It is the objective of this paper to propose a quantitative model of time within graph transformation
which builds on this more abstract qualitative model. Therefore, we will not add time concepts on top of
an existing graph transformation approach, but we show how, in particular, typed graph transformation
systems in the double-pushout (DPO) approach [6] can be extdratedvithin with a notion of time.

This allows both the straightforward transfer of theoretical results and the reuse of existing tools.

The idea is to use dedicated attributes of vertices as time stamps representing the "age™ of these
vertices, and to update these time stamps whenever a rule is applied. To verify the consistency of this
encoding with the causal dependencies between transformation steps, we prove the existence of a glob-
ally time-ordered sequence of transformations in every shift-equivalence class of sequences satisfying
some local axioms. In [117] we have outlined our approach, proposing several alternative definitions
and discussing their consequences with respect to the existence of a globally time-ordered sequences.

The following section outlines our general approach of the problem, which is motivated by a cor-
responding development in Petri nets, briefly to be reviewed in Section 3. Section 4 develops the basic
formalism of typed attributed graph transformation while graph transformation with time is introduced
and investigated in Section 5 while Section 7 concludes the paper.

2. From Nets to Graph Transformation, with Time

When trying to incorporate time concepts into graph transformation, it is inspiring to study the repre-
sentation of time in Petri nets. Nets are formally and conceptually close to graph transformation systems
which allows for the transfer of concepts and solutions. This has already happened for relevant parts of
the concurrency theory of nets which, as mentioned above, provides a qualitative model of time based on
the causal ordering of actions.

In particular, we will follow the approach of time ER nets [10]. These are simple high-level nets
which introduce time as a distinguished data type. Then, time values can be associated with individ-
ual tokens, read and manipulated like other token attributes when firing transitions. In order to ensure
meaningful behaviour (like preventing time from going backwards) constraints are imposed which can
be checked for a given net. The advantage of this approach with respect to our aims is the fact that time
is modelled within the formalism rather than adding it on top as a new formal concept.

Based on the correspondence of Petri nets and (typed) graph transformation, which regards Petri
nets as rewriting systems on multi-sets of vertices [5], we can derive a model of time within typed
graph transformation systems with attributes. The correspondence is visualised in Table 1. Besides (low-
level) place-transition nets and typed graph transformation systems, it relates (high-level) environment-
relationship nets to typed graph transformation with attributes. This relationship, which has first been
observed in the case of algebraic high-level nets [7] and attributed graph transformation [16] in [17],



Gyapay, Heckel, Varro/ Graph Transformation with Time 3

Table 1. Corresponding Petri net and graph transformation variants

Petri nets | graph transformation systems
low-level PT nets typed graph transformation (TGT)
high-level | ER nets typed graph transformation with attributes (TGTA)
withtime | TER nets | typed graph transformation with time (TGTT)

shall enable us to transfer the modelling of time in time ER nets to typed graph transformation with
attributes.

Next, we review time environment-relationship (TER) nets [10] in order to prepare for the transfer to
typed graph transformation systems in Section 4.

3. Modelling Time in Petri Nets

There are many proposals for adding time to Petri nets. In this paper we concentrate on one of them,
time ER nets [10], which is chosen for its general approach of considering time as a token attribute with
particular behaviour, rather than as an entirely new concept. As a consequence, time ER nets are a special
case of ER nets.

3.1. ERnets

ER (environment-relationship) nets are high-level Petri nets (with the usual net topology) where tokens
are environments, i.e., partial functioas 1D — V associating attribute values from a given Beto
attribute identifiers from a given séD. A markingm is a multi-set of environments (tokens).

To each transition of the net with pre-domaip; . . . p,, and post-domaip ... p/,, an actiom(t) €
Env™ x Env™ is associated. The projection aft) to the pre-domain represents the firing condition,
i.e., a predicate on the tokens in the given marking which controls the enabledness of the transition. If the
transition is enabled, i.e., in the given markimgthere exist tokens satisfying the predicate, the action
relation determines possible successor markings.

Formally, a transitiort is enabled in a marking. if there exists a tuplépre, post) € a(t) such that
pre < m (in the sense of multiset inclusion). Fixing this tuple, the successor maikiigcomputed, as
usual, bym’ = (m— pre) + post, and this firing step is denoted by[t(pre, post))m’. Afiring sequence
of s = my[t1(pre1, posty)) ... [tk—1(preg—1, posti—1))my is just a sequence of firing steps adjacent to
each other.

3.2. Time ER nets

Time is integrated into ER nets by means of a special attribute, callexhos, representing the time of
creation of the token as a time stamp. Constraints on the time stamps of both (i) given tokens and (ii)
tokens that are produced can be specified by the action relation associated to transitions. To provide a
meaningful model of time, action relations have to satisfy the following axioms with respettdnos

values [10].



4 Gyapay, Heckel, Varro/ Graph Transformation with Time

Axiom 1: Local monotonicity For any firing, the time stamps of tokens produced by the firing can not
be smaller than time stamps of tokens removed by the firing.

Axiom 2: Uniform time stamps For any firingm/[t(pre, post))m’ all time stamps of tokens ipost
have the same value, called tt@e of the firing

Axiom 3: Firing sequence monotonicity For any firing sequence, firing times should be monotoni-
cally nondecreasing with respect to their occurrence in

The first two axioms can be checked locally based on the action relationships of transitions. For
the third axiom, it is shown in [10] that every sequencehere all steps satisfy Axioms 1 and 2 is
permutation equivalernb a sequence’ where also Axiom 3 is valid. Here, permutation equivalence is
the equivalence on firing sequences induced by swapping independent steps. Thus, any firing sequence
can be viewed as denoting a representative, which satisfies Axiom 3.

It shall be observed that TER nets are a proper subset of ER nets, i.e., the formalism is not extended
but specialised. Next, we use the correspondence between graph transformation and Petri nets to transfer
this approach of adding time to typed graph transformation systems.

4. Typed Attributed Graph Transformation

Typed graph transformation systems provide a rich theory of concurrency generalising that of Petri
nets [2]. In order to represent time as an attribute value, a notion of typed graph transformation with
attributes is required. In this section, we propose an integration of the two concepts (types and attributes)
which presents attribute values as vertices and attributes as edges.

The two basic ingredients are graphs, representing dynamic object structures, and algebras repre-
senting pre-defined abstract data types. Attributed graphs occur at two levels: the type level (modelling a
schema or class diagram) and the instance level (modelling an individual system snapshot).

Attributed graphs. By agraphwe mean a directed unlabelled gragh= (G, Gg, s7c©, tar®) with
a set of verticesy, a set of edge&’s, and functionssrc® : Gg — Gy andtar® : G — Gy
associating to each edge its source and target vertex. A graph homomorphiém— H is a pair of
functions(fy : Gy — Hy, fg : Gg — Hp) preserving source and target.

To speak about algebras, throughout the paper we assume a many-sorted sinatyre O P)
consisting of a set of sort symbols= S and a family of sets of operation symboels: s;...s, — s €
OP indexed by their arities. An many sortathebraA = ((As)ses, (0p?)opeop) consists of a family
of carrier sets, indexed by sort symbols, and an operafdn A,, x --- x A, — s for each operation
symbolop : s1...s, — s € OP. A X-homomorphisnf, : A; — A, is given as a family of mappings
fa = (fs)ses compatible with the operation of; and A,.

Graphs and graph morphisms can be seen as algebras and homomorphisms for the signature with
sortsE, V and operation symbolg-c, tar : £ — V.

Definition 4.1. (attributed graphs and morphisms)
An attributed graph (ovex) is a pair(G, A) of a graphG and a>-algebraA such thatA| C Gy, where

|A] = U A is the disjoint union of the carrier sets df and such thate € Gg. src(e) & |A|.
seS
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An attributed graph morphisnf : (G1, A1) — (G2, As) is a pair of aX-homomorphismf, =
(fs)ses : A1 — Az and a graph homomorphisfa: = (fv, fr) : G1 — G2 such that

o [fa] C fv,where[fs] = U fs, and
seS

e fa(A1) andfy (Gay ) are disjoint.

Attributed graphs and graph morphisms form tiag¢egory ofs-attributed graphsOften, we will fix
the data algebra in advance—in this case we also speak of a graphs and graph morphisms attributed
over A.

Summarizing, data values are represented as vertices of graphs, hencefortdataltegrtices!
|A] to distinguish them fronobject vertices € Gy \ | A|. Object vertices are linked to data vertices by
attributes i.e., edges € G with src(a) = v andtar(a) = d. Edges between object vertices are called
links. We assume that data vertices have no outgoing edges, and that morphisms of attributed graphs
preserve this separation.

Compared with other notions of attributed graphs, like [16], where special attribute carriers are used
to relate graph elements and external data values, in our presentation this connection is established by
edges within the graph. This simplifies the presentation because attributed graphs can be regarded as a
special case of ordinary graphs, subject to the above mentioned constraints. Notice, however, that this
limits us to attributed vertices while in [16] both vertices and edges may carry attributes.

Typed graphs. The concept of typed graphs [6] captures the well-known dichotomy between classes
and objects, or between database schema and instance, in the case of graphs. Below, it is extended to
attributed graphs.

Definition 4.2. (typed attributed graphs)
An attributed type graplover X is an attributed graplil’'G, Z) over X whereZ is the finalX-algebra
havingZ, = {s} forall s € S.

An attributed instance grapbhAG, ag) over AT'G is an attributed grapA G over the same signature
equipped with an attributed graph morphism: AG — ATG. A morphism of typed attributed graphs
h : (AG1,ag1) — (AGs9,ags) is a morphism of attributed graphs which preserves the typing, that is,
aga o h =ag.

Thus, elements af represent the sorts of the signature which are includdddnas types for data
vertices. In general, vertices and edged'¢f represent vertex and edge types, while attributeBah
are, in fact, attribute declarations.

Instance graphs will be usually infinite, e.g., if the data tfpef natural numbers is present, eack
IN will be a separate vertex. However, since the data type part will be kept constant during transformation,
there is no need to represent this infinite set of vertices as part of the current state. The examples shown
contain only those data vertices that are connected to some object vertex.

Example 4.1. (attributed type and instance graphs)

The concepts introduced in this paper shall be illustrated by a small example of a communication system,
which modelsprocessesendingmessageto each other vighannels A message is sent via autput
channel of a process, whiciioresthe message until received via tilut channel of the other process.
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Proc M
chronos : time typing | chronos = 10

_ m:Msg
c:Ch chronos = 10

ch —Msg
chronos : time p2:Proc
chronos = 3

Notation

Formal representation

chronos

chronos
Proc @ typing
<:| chronos
chronos ‘ c:Ch H m:Msg ‘

Ch Msg chronos
~— —

Figure 1. Attributed type and instance graphs: formal presentation (top) and UML-like notation (bottom)

The structure of our communication system is captured by the type graph in the top left of Fig. 1,
while a sample system containing only two proceggsesndp, with a single channel between them is
depicted on the right. We use UML notation for class and object diagrams.

The formal representation based on Definition 4.2 is shown in the bottom of Figure 1. Throughout
the paper we fix a signatu@me = (S, OP) with sortsS = {time, bool} and operation symbol8 P
given by0 :— time; + : time time — time; >: time time — bool; max : time time — time.

This signature is interpreted by the algebbé®f natural numbers ani3 of booleans, with the obvious
interpretation o> andmax.

All standard notions, like rule, occurrence, transformation, transformation sequence, etc. can be
transfered to the case with attributes. Also, relevant results like the Local Church-Rosser Theorem, the
Parallelism theorem, and the corresponding equivalence on transformation sequences based on shifting
or swapping independent transformations are easily transferred.

It is worth noticing that, in contrast to ER nets, attributes in our model are typed, that is, different
types of nodes may have different selections of attributes. However, like in ER nets, our data types have
no syntax: We only consider sets of values without explicit algebraic structure given by operations. As
a consequence, we do not explicitly represent variables within rules and variable assignments as part
of occurrences: A rule containing variables for attribute calculation and constraints is considered as a
syntactic abbreviation for the (possibly infinite) set of its instances where the variables and expressions
are replaced by concrete values.

Graph transformation. In the original formulation of the DPO approach [8] the notion of transfor-
mation is formalized by two gluing diagrams, called pushouts. Here we have chosen a set-theoretic
presentation.

Definition 4.3. (graph transformation and graph transformation system)
Given aX-algebral’, agraph transformation rule = L — R overT consists of a pair of graphs, R
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pl:Proc pl:Proc
chronos=t send chronos=t+1
&7 D
. . m:Msg
c:Ch c:Ch chronos=t+1
R m:Msg .
C'% chronos=tm c:Ch
receive
&7 D
p2:Proc t = max{tp,tm}+2 p2:Proc
chronos=tp chronos=t

Figure 2. Attributed typed graph transformation rules

attributed ovefl" such that their uniod U R is a well-defined/-attributed graph.
Given graphg and H, attributed over & algebraA such thatzG U H is a well-defined4-attributed

graph, agraph transformatiorG Lﬁl H is given by an attributed typed graph morphism L U R —
G U H, calledoccurrencesuch that

e o(L) C Gando(R) C H (the left-hand side of the rule is embedded into the pre-state and the
right-hand side into the post-state) and

e o(L\R)=G\ Hando(R\ L) = H\ G (precisely that part of7 is deleted which is matched by
elements of. not belonging tak and, symmetrically, that part df is added which is matched by
elements new imR).

A graph transformation syste@7'S = (X, ATG, R) consists of a data type signature an at-
tributed type grapT'G overy:, and a seR? of graph transformation rules oveiT'G.

A transformation sequency, = G, = Gp 22 ... P2%) @ in GTS is a sequences of

consecutive transformation steps using the ruleSBh.

The union of two graph4. and R is well-defined if, e.g., edges which appear in batland R are
connected to the same vertices in both graphs, edges or vertices with the same name have the same type
and attribute values, etc.

The algebragd” used within rules will typically besyntactic like theterm algebrals (X) over a set
X of variable$, consisting of all=-terms with variables itk . To express equational application condi-
tions on attributes, the term algebra is replaced by its qualiehk ) / z with respect to the congruence
generated by a set of equatiafis This is demonstrated in the example below.

Example 4.2. (attributed graph transformation rule)
Figure 2 provides an examples of attributed typed graph transformation rules over the signature and type
graph introduced in Example 1. The two rules model, respectively, the sending and receiving of messages

1An S-indexed family of sets of variable¥ = (Xs)ses, to be precise.
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pl:Proc pl:Proc
chronos=t send chronos=t+1
ﬁ ﬁ
i . m:Msg
c:Ch chronos=t+1
O ﬂ ﬁ Or
P1:Proc P1:Proc
chronos = 10 chronos = 11
send
c.Ch & - 4_ chronos=11
P2:Proc P2:Proc
chronos = 3 chronos = 3

Figure 3. Application of rulesend

by processes along channels. Both processes and messages have anditdhaoteto record the time
of their last activity.

e Sending messagedVhen procesp; aims at sending a message, a message objécgenerated
and placed into the output chanrellhe application of theendrule take<2 time units.

e Receiving messagedVhen a message: arrives at the input port of a processthen the pro-
cess receives the message by removing the message object from the channel and destroying it
afterwards. The application oéceiverule take= time units as well.

Example 4.3. (attributed graph transformation)
Figure 3 shows an application of the rglend in Figure 2.

Operationally, an attributed graph transformation is performed in three steps. First, find an occurrence
oy, of the left-hand sidd. in the given grapldz. This includes an assignment of values from the semantic
algebral to the variables occurring ih. In our case, the variabtessociated with the attributdronos
of proces91 is assigned the valukD.

Second, remove all the vertices, edges, and attribute links €Fowhich are matched by. \ R.
Make sure that the remaining structuve= G \ o(L \ R) is still a legal graph, i.e., that no edges are left
dangling because of the deletion of their source or target vertices. (In this cadantiieg conditior{8]
prohibits the application of the rule.)

Third, glueD with R\ L to obtain the derived grapH. This includes the generation of new attribute
links to data vertices determined by the evaluation of attribute terms in the algetlrased on the
assignment determined as part of the matching.

Thus, in our example, the attribute links from object verkek to the data verteXx 0 would be
removed, and replaced by a link fraRi to 12, the evaluation of + 2 wherex is bound tol10.

Shift equivalence On transformation sequences, a notion of equivalence is defined which generalises
the permutation equivalence on firing sequences: two sequences are equivalent if they can be obtained
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from each other by repeatedly swapping independent transformation steps. This equivalence has been for-

malised by the notion dfhift-equivalencgl3] which is based on the following notion of independence

of graph transformations. Two transformatiaB#id=2 i1, 2% X areindependentf the occurrences

o1(Ry) of the right-hand side gf; andos(L2) of the left-hand side gb, do only overlap in objects that

are preserved by both steps, formallf R1) No2(L2) C 01(L1 N R1) No2(Le N R2). This is more so-
phisticated than the notion of independent firings of transitions which are required to use entirely disjoint
resources.

5. Modelling Time in Graph Transformation Systems

To incorporate time into typed graph transformation with attributes, we follow the approach of TER nets
as discussed in Section 3.

Definition 5.1. (type and instance graphs with time)
Let Time be the signature having sort symbhe and operation symbols, 0, > of the obvious arities.
A time data typ€l is an algebra over the signatiféme where>T is a partial order witl)T as its least
element. Moreover{+T,0T) form a monoid (that is;+T is associative with neutral elemeit) and
+T is monotone wrt>T.

A type graph with tim&X, T'G) is an attributed type graph such tiatontainsIime. An instance
graph with time ove(X, T'G) for a given time data typ® is an instance grapf(A4, G), ag) such that
A‘Time =T.

Obvious examples of time data types include natural or real numbers with the usual interpretation of
the operations, but not dates in the YY:MM:DD format (since, due to the Y2K proltlésmot minimal
wrt. <).

In order to transfer the axioms for modelling time in ER nets to attributed graph transformations, we
introduce the following terminology: Given a graph transformation gute . — R over a type graph
with time, we say that

e p reads thechronos valuec of v if v € L has achronos attribute of value:, that is, there exists
an edges € L with src(e) = v andtar(e) = ¢ € Dyjme.

e p writes thechronos valuec of v if v € R has achronos attribute of value: which is not present
in L, i.e., there exists an edge= L with src(e) = v andtar(e) = ¢ € Dyjme ande ¢ L.

Given a transformatiots 24 H we say thap(o) reads / writes thehronos value of w if there exists
v € L U R such thab(v) = w andp reads / writes thehronos value ofv.

It is important to note that, writing an attribute value of a vertexhich is preserved by the rule (i.e.,
it belongs both ta. and R) means deleting the edge fromto the old value and creating a new link to
another value. Therefore, writing implies reading the value.

The definition of graph transformation rules with time has to take into account the particular proper-
ties of time as expressed, for example, by the axioms in Section 3. The direct transfer of axioms 1 and 2
leads to the following well-formedness conditions.
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P1:Proc P1:Proc P1:Proc
chronos = 10 chronos = 11 chronos = 11
send receive
m chronos=11 @ C.7C:h
time = 11 time = 13

P2:Proc P2:Proc P2:Proc
chronos = 3 chronos = 3 chronos = 13

Figure 4. A transformation sequence using the rules in Figure 2

Definition 5.2. (graph transformation system with time)
A graph transformation rule with timis a graph transformation rule over a type graph with time satis-
fying the following conditions.

1. Local monotonicity:All chronos values written byp are not smaller than any of thehronos
values read by.

2. Uniform duration:All chronos values written by are equal.

Given a transformatiofr @ H using rulep, the uniformchronos value of axiom 2 is called the
firing time of the transformation, denoted byme(p(o)).

A graph transformation system with tinian attributed graph transformation system over a type
graph with time whose rules satisfy the conditions above.

Example 5.1. (graph transformation with time)
The attributed graph transformation system introduced in Example 4.2 is in fact a graph transformation
system with time. Figure 4 sequence shows a two-step transformation sequence where the firing time is
given below the arrow for each step.

One can easily check that both rules satisfy the well-formedness conditions for graph transformation
rules with time. Thesendrule computes its time from thehronos value of the sender processg while
thereceiverule takes its time from the maximum of the receiver progesand the message.

The axioms of Definition 5.2 ensure a behaviour of time which can be described informally as fol-
lows. According to condition 1, an operation or transaction specified by a rule cannot take negative time,
i.e., it cannot decrease the clock values of the nodes it is applied to. Condition 2 states an assumption
about atomicity of rule application, that is, all effects specified in the right-hand side are observed at the
same time.

Due to the more general nature of typed graph transformation in comparison with ER nets, there exist
some additional degrees of freedom.

Existence of time-less vertex typesER nets are untyped (that is, all tokens have (potentially) the same
attributes) while in typed graph transformation we can declare dedicated attributes for every vertex
type. Therefore, we do not have to assume an attribitenos for all vertex types, but could
leave the decision about how to distribateronos attributes to the designer. As we consider time
as a distinguished semantic concept, which should not be confused with time-valued data, we do
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not allow more than onehronos attribute per vertex. This does not forbid us to model additional
time-valued data by ordinary attributes.

Update of chronos values for preserved vertices: The second degree of freedom comes from the
(well-known) fact that graph transformations generalize Petri nets by allowing contextual rewrit-
ing: All tokens in the post-domain of a transition are newly created while in the right-hand side
of a graph transformation rule there may be vertices that are preserved. This allows to leave the
chronos values of vertices in. N R unchanged, creating new timestamps only for the newly
generated items.

The type graph in Figure 1 does not declagheonos attribute forCh vertices. Thu<h is a time-
less vertex type in the sense of the first item above. The transformation rules in Figure 4.2 based on this
type graph do update athronos values they encounter, for both new and preserved vertices.

If we take in both cases the most restrictive choice, cleronos values for all typesndupdate of
chronos values for all vertices iR, we can show, in analogy with TER nets, that for each transformation
sequence using only rules that satisfy the above two conditions, there exists an equivalent segluence
such that is time-ordered, that is, time is monotonically non-decreasing as the sequence advances.

This is no longer true in general with the more liberal interpretations, as will be shown in Exam-
ple 5.2.

Theorem 5.1. (global monotonicity)
Given a graph transformation system with tiGieuch that

e its type graph declaresaaronos attribute for every vertex type

e its rules write thechronos values of all vertices in their right-hand sides.

In this case, for every transformation sequen@e G there exists an equivalent sequerte- G k l_ﬁi)

 Pulop) G, in G such thats’ is time-ordered, that isgme(p;(0;)) < time(pi+1(0i—1)) for all i €

{O,,n}

Proof:
As a consequence of Theorem 5.2 below. O

Thus, a safe solution to our counter example would be to dectaxanos values for bothCh and
Msg vertices. However, the example system in Figure 1 and 2 suggests that we can do better than that.
In fact, the problem is to simultaneously ensure the consistency of causality and time in the sense
that, whenever two steps are causally dependent, they must communicate their clock values. This idea is
crucial to many algorithms for establishing consistent global time in distributed systems, based on logical
clocks. The next theorem formalises this statement.

Theorem 5.2. (global monotonicity)

Given a graph transformation system with tigiesuch that for all transformatiors pg) pg) H
in G that arenot sequentially independent, there exists a vertex o;(R;) N 02(L2) whosechronos
value is written byp,; and read bys. In this case, for every transformation sequendae G there exists

) pn(on)

an equivalent sequengé= G pgi =" (G, in G such that’ is time-ordered.
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Proof:
The main line of the proof is as follows.

1. Our first observation is that the fact that two transformat'@ﬁ’gi) x" g?) H arenot sequen-
tially independentmplies that they aréime orderedi.e., time(pi(01)) < time(p2(o2)). This is
guaranteed by the existence of a common verstexo; (R1) Noz(l2) with achronos value written
by p1 and read by-, which is

(a) exactlythe time of transformatiop; (01) (due to the‘uniform duration” condition),

(b) at mostthe time of transformatioms(02) (as a consequence of thecal monotonicity”
condition).

2. Then if two transformations aret time orderedand they aresequentially independenke swap
them in the rule application sequeRcéVe continue the swap operation until no such transforma-
tion pairs can be found.

3. We state that after therminationof this swapping algorithm, a time ordered transformation se-
guence is obtained.

(a) Letus suppose indirectly that there exist two transformaﬁbf"ﬁg) X pg) H that violate
the condition of time ordered sequences, tiigie(p,(0,)) > time(py(op)).

(b) However, if these transformations amquentially independetiten the algorithm in Iltem 2
can still be applied to them, which contradicts the assumption of termination.

(c) Onthe other hand, if transformatiopg o, ) andp;,(0,) arenot sequentially independefitut
they are not time ordered by the indirect assumption), then we have a contradiction with our
first observation, which established that two sequentially dependent transformations with a
common vertex are always time ordered.
O

Notice that the condition above can be effectively verified by checking all non-independent two-step
sequences ig wherex = 01(R1) U 02(Ls2).

Example 5.2. (a counter example)

The graph transformation system with time shown in Figure 5 provides us an example where the property
of global monotonicity is violated. It coincides with the example introduced in Figure 1 and 2 since the
type graph does not definecaronos attribute for messages in this case. Howeverclatbnos values

that are encountered are updated by the rules. While in the first system, every sequence is equivalent to
one which is time-ordered, this is not the case for the system in Figure 5.

The sequence in Figure 6 gives a counter example. It is not time-ordered because the first step has a
higher firing time than the second. Now observe that the two steps are not sequentially independent be-
cause the message consumed by the second step has to be generated by the first. Therefore, no equivalent
sequence exists where the rules are applied in the reverse order.

2This algorithm is, in fact, conceptually similarly to the trick applied in the construction of a shift equivalent transformation
sequence.
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The conceptual explanation is that, since no timestamps are attached to messages, the receiver cannot
synchronize its clock to the sender when the message is processed. In fact, the problem does not occur
in the (otherwise similar) sequence in Figure 4 because, in this systegihas achronos attribute as
well.

This time, our global monotonicity theorem trivially holds, since dheonos value of eachmes-
sage object is written by theend rule and read by theeceive rule. Thus in a transformation sequence
where a certain application send precedes the application odceive, the time ofreceive cannot be
less then the time afend due to the well-formedness conditions 1 and 2.

6. Strong Semantics

In applications it is often desirable to enforce a certain order of actions, e.g., to ensure that messages
are delivered in the same order in which they are sent. In many cases, such requirements can be coded
into the model by additional vertices and edges serving as control structures. Heavily used, however, this
leads to cluttered and unreadable models. Thus, in this section, we will discuss semantic solutions to this
problem, again following the line of TER nets.

The basic idea of strong semantics is to give priority to transformations with smaller firing time. That
is, before choosing a transformation which is bound to occur at a later point in time, all possible earlier
transformations should be performed. In this way, for example, the global preservation of message order
can be enforced at a semantic level.

Example 6.1. (motivating example)
For a motivating example, let us consider the communication process depicted in Fig. 7. Note that not
the entire state space of the system is depicted to improve the clarity of the figure, i.e., executable trans-
formation sequences are missing.

Our (first) objective for introducing strong semantics of graph transformation is to semantically en-
sure that the messalyl sent by procesB1 at time unitl is received earlier by proceB8 than message
M2 issued by procesB2 at time unit5 supposing that the load of communication channels is equally
balanced (i.e., driven by graph transformation ridead andreceive of Fig. 2). In this respect, the
result graph/ G5, shows a desired situation, while grapfi's, depicts an undesired execution.

Note that while the sending of messages is independent of each other ¢steghd1) and
send(M2)), there is a potential conflict in receiving messages sincectihenos attribute of process
P3is shared.

Now, let us define globally strong transformation sequences in a formal way.

Definition 6.1. (globally strong sequences)
A transformation sequence= G S G1 - N N G, in GTS is called (globally) strong if for all

. t .
i =1...nand transformation&; == G/, in GT'S: time(t;) < time(t}).

Example 6.2. (a globally strong sequence)

We can easily notice that the transformation sequence G, I 1Gy AN 1G3, N 1G4, IN

1G5, is globally strong, as at each step, we selected the transformation with the minimal firing time
(time(send(M1))=3, time(receive(M1))=5, time(send(M2))=7, time(receive(M2))=9, respectively).
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Unsurprisingly, this transformation sequence is time-ordered as well, which turns out to be a general
property of globally strong sequences generated by our well-known subclass of graph transformation
systems with time.

Theorem 6.1. (globally strong is time ordered)
Let G be a graph transformation system with time such that for all transformaﬂopé%) X
in G that arenot sequentially independent, there exists a vertex o, (R1) N 02(L2) whosechronos
value is written byp; and read by (i.e., identical to the assumption of Theorem 5.2).

Let s be a transformation sequence in SUGHAS. If s is globally strong thes is time ordered.

pgg) H

Proof:
This theorem can be proved by induction on the length of the globally strong sequence

1. Any globally strong sequence of lendtlis time-ordered by definition.

2. Let us suppose that sequence provenly time ordered up to lengih Now we prove that it
remains time ordered at length- 1.

(&) We suppose by contradiction thgt ; violates the condition of time orderedness, i.e.,
time(tit1) < time(t;).

(b) The selection mechanism of globally strong transformation sequences guarantees that at each
stept; of a globally strong transformation sequengé; can be a member of the sequence
only if its time time(t;) is less than or equal to the time of any transformation sfepat is
enabled and executable. As a consequence, the occurret)ge ofas non-existent at step
(i.e., prior to the application af), otherwisef; ;; would have been selected insteadt this
previous step (more precisely,saimeprevious step).

(c) Equivalently speaking, the execution of stggenerated some new elements of the graph
required for the successful matching#@f, thereforet;; is not sequentially independent
on t;. However, according to our first observation in the proof of Theorem 5.2, in such a
casetime(t;) < time(t;+1) (due to the existence of a vertex writtenfyand read by, 1),
which contradicts our indirect assumption and thus finishes the proof.
0

Note, however, that globally strong transformation sequences and time-ordered transformation se-
guences are not equivalent. In other words, there may exist time-ordered sequences that do not conform
to the globally strong semantics.

Example 6.3. (strong sequences vs. time-orderedness)
For instance, both transformation sequenees- 1G, L 1Gy =2 Gy =2 1G4, =2 1G5, and

sy = IGY N I1Gy ;/% I1Gs, ;é» 1G4y % IG5, in Fig. 7 are obviously time ordered, howevey,
is not globally strong since when transformation stefs applied on grapiGs, time(t, > time(ts)
which contradicts the previous definition.

In fact, there are no other globally strong transformation sequences in Fig. 7.
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Despite globally strong semantics of rule applications looks rather intuitive at first sight, unfortu-
nately, the condition potentially violates the concurrent character of graph transformation. This is based
on the fact that when considering concurrency, the applicability of a rule depends only on local informa-
tion, i.e., the firing times of independent matchings are incomparable.

Example 6.4. (globally strong vs. shift-equivalent sequences)
To demonstrate the problem, we show two shift-equivalent sequences in Fig. 7, one of which is ruled out
by the global priority while the other one is not.

Consider, for instance, transformation sequenges- 1G, RN 1Gy L2y 1G5, N I1Gy, N
1G5, andsy = IG4 N 1Go RN I1G3y RN 1Gy, RIN 1Gs5,. Sincety andts are independent of each
other (as demonstrated by the white and the grey shaded matchifgs iwhich are not overlapping)
sequences; ands, are shift equivalent.

However,ss is ruled out by the globally strong semantics as the sending of mebtagetime unit
7 cannot happen before the receiving of mesddgeat time unit6 regarding from a global point of view.

As a consequence, we propose a weakening of the condition which does only apply the priority to
such transformations which are in conflict. This condition, called locally strong, is shown to be compat-
ible with shift-equivalence.

Definition 6.2. (locally strong sequences)

. t t
A transformation sequence= G :1> G = n

== G, In GT'S is called locally strong if for all

i =1...nand transformation§;_, :> G in GT'S wheret; is in conflict witht, time(t;) < time(t}).

Unsurprisingly, the set of locally strong and time-ordered sequences for a given GTS with time are
incomparable, i.e., locally strong transformation sequences are not required to be time-ordered, and on
the other hand, there may be time-ordered sequences which are not locally strong.

Example 6.5. (locally strong vs. time-ordered sequences)
To demonstrate the difference, we show two sequences in Fig. 7, one of which is not locally strong while
the other one is not time-ordered.

Consider, for instance, transformation sequenﬁe& 1G4 A 1Gy L2, 1G5 N 1G4, =

IG5, andsy = IGy A I1Gy L2y 1G5 :> IGy, :> IG5, Since thets andt; are in conflict
(because of the conflicting firing times it73;) transformatiorts takes priority ovet’, accordlng to the
locally strong semantics, therefore, sequesicis not locally strong.

However, when regarding the firing times &f we easily notice that; is not time ordered since
time(ta) = 7 while time(t3) = 6.

This notion of strong semantics provides a satisfactory compromise between our original goal of
enforcing priority of earlier steps and the local nature of matching and rule application. This is true as
long as we consider rules with a fixed firing time. However, if the firing timigeidble(e.qg., the precise
time to deliver a message is unknown, except for an upper and lower bound), the present condition would
lead to a behavior where, not only earlier steps have priority over later ones, but where everything would
happen as soon as possible.

For example, the rule in Figure 8 models a receive operation with a delivery time between 2 and 6
seconds. The inequationax(tp, tm)+2 < t < max(tp,tm)+6 can be expressed by the two equations
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t = max(tp,tm)+2+x andzx+y = 4. Thus, formally we stay in the framework of rules attributed with

a quotient term algebras (X )/ g. If we require locally strong semantics, the message would always take
exactly 2 seconds to deliver because the two applications of the rule, which differ only for the assignment
of values tar andy, are in conflict. Hence we call this version of strong semantice#gerone.

To recover the desired flexibility, we introduce a notion of non-eager strong semantics, based on
the concept of the maximal firing time of a step. This is the latest point in time at which a transforma-
tion using a given rule and match may happen according to the constraints expressedimornos
attributes.

Definition 6.3. (maximal possible firing time)
Given a transformation (step)y P2 H in GTS, its maximal possible firing time is defined as
maxtime(t) = mazx{time(t’) | t' = G 20 by whereo = orc}.

Recall thato’L’G, or,c denote the graph components of the attributed graph morphi$ms,, re-
spectively. That is, the maximal firing time of a step is the maximum of all firing times of steps with the
same matching of the left-hand sides grdplthereby implicitly enforcing the assignment of all variables
occurring inL. The point is that variables like andy in the rule of Figure 8 remain unconstrained—
therefore the firing times of the steps may still vary.

In practice, possible firing times of a transformation step are frequently represented dntiéingls
although the definition does not require to use intervals. For informal discussions and illustrations, we
this intuitive interpretation shall be helpful.

Now the non-eager version of strong semantics requires that if (the graphical components of) a
matching of a transformation step is enabled, and remains enabled for all possible time values at which
it can be executed thenrtustbe executed.

Definition 6.4. (globally strong sequences, lazy)
A transformation sequence= Gy = G, N Gn in GTS is called globally strong and lazy

if forall = 1...n and all applicable transformatiots _; :> G, in GT'S: time(t;) < maztime(t)).
Definition 6.5. (locally strong sequences, lazy)

A transformation sequence= Gy = G - N G, in GTS is called locally strong and lazy
if for all 7 = 1...n and transformation&; % G’ in GT'S wheret; is in conflict witht] time(t;) <
maztime(t,).

In other terms, lek = Gy =% Gy =2 --- =% G,,i > 0 be a strong lazy firing sequence in
GTS and let us examine which transformation step may be executed at this point Any enabled step
G Lty G,11 can be chosen to be applied if for athabledandconflictingstepsG; :> G, the actual
firing time ¢; of stepG; Ly G,H is less than the maximal firing time &f. Or equivalently, if there

exists no other enabled stef@s :> G, such that the maximal firing time of is less thart;.

Example 6.6. The intuitive meaning of locally strong and lazy semantics is demonstrated in Fig. 9,
where a timing diagram is depicted to guide the execution of conflicting transformation reteps
ceive(M1) andreceive(M2) applied to the instance grap@s;, of Fig. 7.
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Timing constraints are those expressed in the rateive depicted in Fig. 8. Therefore, we can
conclude that the maximal possible firing timereteive(M1) is 10, while the respective parameter of
receive(M2) is 13.

Let 7 denote the time when, according to locally strong and lazy semantics, the next transformation
step is scheduled for execution.

e If 7 < 3, then none of the matchings are existent therefore nothing happens.

e If 3 < 7 < 6, then the matching afeceive(M1)) becomes existent but this step is not allowed
to be executed as < maz(3,4) + 2 = 6 (which is the earliest time point in the possible firing
interval ofreceive(M1)).

e If 6 <7 < 7,thenreceive(M1) can fire at any time, since there are other no conflicting matchings
(note that messadd?2 is not available yet in the channel).

e If 7 < 7 <9, then the matching akeceive(M2)) becomes existent, butceive(M1) can still fire
at any time, since while the graphical parts of stegueive(M1) andreceive(M2) are in already
in conflict, the transformation stepceive(M2) is not executable yet (not within its due time).

e If 9 < 7 < 10, then both transformation stepereive(M1) andreceive(M2) can fire since none of
the maximal possible firing time points have arrived (both of them are within their firing interval).

e If 10 < 7 then the maximal possible firing time ofceive(M1) has arrived, therefore, waust
execute this transformation step. Otherwise the axiom of locally strong lazy semantics would be
violated sincereceive(M1) is a transformation step that is in conflict withceive(M2), but the
execution timer > 10 of receive(M2) is greater than the maximal possible firing timeref
ceive(M1).

Next we show that locally strong sequences (eager and lazy) are compatible with shift-equivalence.

Theorem 6.2. (locally strong is closed under shift)
Let s ands’ be transformation sequencesGfT’S. If s is locally strong and’ is equivalent tos, thens’
is locally strong.

Proof:
By way of contradiction, assume transformation sequencasd s’ in GT'S that are shift-equivalent,
and wheres is locally strong whiles’ is not. We will show that’ not locally strong implies that is not
locally strong.

By definition of shift-equivalences can be obtained from’ by a finite number of swaps of se-
guentially independent steps. 4f = s/, this number is zero and the statement follows trivially. Oth-

erwise, there exists” equivalent tos’ by means ofn swaps and such thatcan be obtained from

s” by another swap. In particular, lst = (Gy == G, o) Grt1 a(m) Gni2 = Gpir) and

5= (G = G, Gl 2o G! .y == Gn1x). The relevant steps are depicted in Figure 10.
By induction hypothesiss” is not locally strong. Therefore, for some st@p_; =L @, there exists

- # :
a conflicting steg#;_; = G/ in GT'S such thatime(t;) > maxtime(t}).
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If i < nori>n+2,itfollows directly thats is not locally strong. It remains to analyze- n and
t=n+ 1.
0

7. Conclusion

The ability to specify time-dependent behavior is an important feature for any modeling technique aiming
at concurrent and safety-critical systems. In this paper, we have developed a model of time in attributed
graph transformation systems inspired by the concepts of TER nets, a notion of high-level Petri nets with
time.

We have discussed several semantic choices and their consequences, leagliolgabraonotonicity
theoremwhich provides conditions for the existence of time ordered transformation sequences. This
theorem generalizes the idea behind familiar algorithms for establishing consistent logical clocks via
time stamps in distributed systems [15].

Further, we have investigated a stronger semantic model where, by assumption of a local or global
scheduling mechanism, steps with an earlier firing time are granted priority. The local version is shown
to be compatible with the concurrency theory of graph transformation.

Future work will include a deeper analysis of applications, in particular, the semantics of time in di-
agrammatic techniques like statecharts or sequence diagrams and their formalization using graph trans-
formation (cf. [9, 12, 14]).

Acknowledgement. We wish to thank Luciano Baresi for his introduction to Petri nets with time.
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max(tp, tm)+2 <=t <= max(tp, tm)+6

Figure 8. A rule with flexible firing time
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Figure 9. An intuitive interpretation of lazy semantics
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Figure 10. Swapping independent of transformation steps



